Unmasking A.I.’s bias in healthcare: The need for diverse data
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Health Equity

The Institute for Medicine defines six elements of quality health care, as follows: safe, effective, patient-centered, timely, efficient, and equitable.¹ Health Quality Ontario (HQO) and the Canadian Medical Association envisage health equity as a system in which individuals can achieve their full health potential and receive high-quality care that is fair and appropriate to them and their needs.²,³ Equity in the provision of healthcare services is undermined when preventable systemic conditions, encompassing remediable social determinants of health, constrain life choices. The World Health Organization has identified the social determinants of health as the bio-psychosocial circumstances in which people are born, develop, live, and age, with special reference to marginalized communities.³ HQO has acknowledged that the dimension of equity has not progressed at the same rate as other sociocultural parameters, largely because health equity is complicated by multiple evolving and interdependent causes.³ The Ministry of Health and Long-Term Care report – Patients First: A Proposal to Strengthen Patient-Centered Health Care in Ontario – reaffirms this point. Some Ontarians, particularly Indigenous peoples, Franco-Ontarians, newcomers, and people with mental health and addiction challenges, face barriers in accessing the care they need when they need it.³ Therefore, health equity has been recognized as a goal in addressing the challenges that continue to limit treatment opportunities for a vulnerable segment of the Canadian population.² Women’s College Hospital’s Health Equity Plan and Health Gap campaign exemplify efforts to close health gaps through policies, programs, and practices of the organization.⁶ Moving forward, we need to determine how best to leverage information technology such that we might address the quality and equity problems that are endemic at present.¹

Artificial Intelligence: A Double-Edged Sword

There is a growing conversation about the role of artificial intelligence (AI) and machine learning in healthcare.¹ Recent technological advances, particularly the digitization of medical documentation, have generated massive clinical datasets that offer insights and opportunities to improve outcomes throughout the healthcare continuum, from research to patient placement. However, this volume of information is not easily amenable to manual study. Machine learning in medicine has been endorsed as a means of automating the process of data analysis. Furthermore, few medical practitioners are familiar with these technologies, and the process of upgrading the professional knowledge base has not kept pace with the advent of novel high-tech applications.⁷ In layman’s terms, machine learning is comprised of computational algorithms that independently learn from the data provided to them.²,³ Machine learning can be divided into two main categories: supervised and unsupervised learning. Supervised learning occurs when the user provides the solutions to the “training” dataset from which the functionality of the algorithm can be expanded. For example, in training an algorithm on how to identify a dog, a user will provide pictures of various types of animals and label them accordingly with the aim of formulating the characteristics of the animal. In unsupervised learning, the algorithm finds patterns that exist within the data rather than being instructed on the type of answer to generate.

Currently, within medicine, most machine learning applications are focused on the detection of abnormal findings and the identification of prognostic outcomes.⁸ Some published examples of these techniques include the detection of diabetic retinopathy in images of retinal fundi, and the prediction of outcomes in acute ischemic stroke after intra-arterial therapy.⁹,¹⁰ In particular, genetics and molecular medicine have recently emerged as a major area of interest in big data analytics. With the use of machine learning, successful algorithms have been developed to depict protein-protein interactions with the goal of discovering novel therapeutic targets.¹¹ While these innovations are highly promising, AI programs have demonstrated racial and gender biases. An example of the most noteworthy of these is Google’s image-recognition algorithm that auto-tagged pictures of dark-skinned people as “gorillas”.¹² When translated into clinical practice, such errors may have grave consequences if not controlled for quality and equity care.

Bridging or Widening Health Disparities

AI is a critical factor in the provision of more equitable care by providing an etiologic analysis of health disparities and guiding the development of personalized therapies.¹,³ For instance, the outcomes and adverse effects of different treatment strategies can be optimized by a longitudinal analysis, wherein AI is applied to large cohorts of diverse patients in order to capture rare conditions that are infrequently observed in traditional clinical trials.¹³ The adoption of electronic medical records (EMRs) across Canada serves as the fulcrum for big data analytics by permitting the study of health disparities in populations whose data was previously not available for rigorous analysis.¹¹ Canada Health Infoway reported that EMR uptake among Canadian primary care physicians was at 85% in 2017 compared to 77% in 2014.¹⁴ However, analyzing this data is complicated by differences in EHR encoding systems
Throughout North America, and data fragmentation across practices and institutions requires a common language.13

Beyond the ongoing logistical limitations of data collection, there exist more insidious ethical concerns based on the potential for algorithms or datasets to reflect human bias or pre-existing inequities when input into an AI program.15,16 These human biases can be identified throughout all levels of biomedical research—from the bench to the bedside. From this perspective, while increasing attention has been focused on the importance of including women in clinical research trials, there has been little attention paid to the inclusion of both sexes in basic science and translational research involving animal and cell models.17 Since biomedical research serves as the foundation for clinical research, the lack of sex-specific variation may serve to bias results, and conclusions derived from these studies may only be applicable to one sex. The need for sex-specific reporting of data has received international support from research funders and regulators alike, with this problem in mind.18,19 Despite these calls to action, sex-specific reporting in published research trials remains inadequate to date.20-22 The potentially deleterious effect of neglecting sex-specific differences is exhibited by the finding of the U.S. Food and Drug Administration in 2013 that recommended a belated 50% reduction for women in the dosage of the sleep aid, zolpidem, based on male-to-female metabolic differences.23 Higher serum concentrations of zolpidem were found to comparatively impair function and decrease alertness in women, contributing to an increased risk of automobile accidents.

Racial minorities have been equally marginalized within the existing database. In 1997, 92% of the participants in clinical trials were Caucasian, whereas in 2014, 86% of participants were Caucasian.24 The paucity of racial and ethnic diversity in health data has life-threatening implications in clinical practice. For example, genetic polymorphisms of the CYP2C19 gene can produce poorly functioning CYP2C19 enzymes that are used in the hepatic biotransformation of clopidogrel, an antiplatelet prodrug.24-26 That is to say, CYP2C19 loss-of-function alleles can impair the formation of active drug metabolites and consequently reduce platelet inhibition by clopidogrel. Since clopidogrel does not function well in individuals with this genetic variation, affected patients prescribed clopidogrel are at an increased risk of developing myocardial infarction or cerebrovascular accident, and may require alternative antiplatelet therapy.24-26 There exist marked ethnic differences in the incidence of this polymorphic deficiency, and people of Asian heritage are three times more likely to be poor metabolizers compared to people of Caucasian heritage.24,26

The importance of racial differences is amplified when considering that only an estimated 20% of participants in genome-wide association studies (GWAS) are of European descent.27 This omission obscures the association between genetic variants and disease traits, and between genetic variants and responses to drugs observed in populations of European heritage.27 In addition, under-representation of populations whose ancestry is not European limits the discovery of novel prognostic associations between genetics and health outcomes.27 In GWAS performed on European-Americans, 25% of variants found to be associated with body mass index, type 2 diabetes and lipid levels have significantly different effect sizes in at least one non-European-American population—most frequently in African-Americans.28 Likewise, attempts to apply data from the Framingham Heart Study to predict the risk of cardiovascular events in non-Caucasian populations biased results, with the magnitude of associations between risk factors and presence of atherosclerotic disease varying between different ethnic and racial groups.15,29

A number of medical specialties have already begun the process of testing AI for clinical use. Of particular interest, the field of dermatology is utilizing AI for the early detection of skin cancer to improve treatment outcomes. A study published in the Annals of Oncology pitted man against machine and found that AI was more sensitive and specific than consultation with a dermatologist in the diagnosis of skin cancer.30 To achieve this result, AI researchers introduced more than 100,000 images of malignant and benign skin cancers and moles from an open-source repository of skin images, the International Skin Imaging Collaboration (ISIC), and input the diagnosis for each image to the deep learning convolutional neural network (CNN).31 However, the algorithm used by the CNN based most of its knowledge on the appearance of skin lesions on fair skinned individuals, potentially leading to the misdiagnosis of lesions in patients of colour. While fair-skinned patients are at the highest risk for developing skin cancer, the mortality rate of skin cancer in the African-American population is significantly higher (90% 5-year survival rate for Caucasians compared to 73% for African-Americans).32 This issue has been compounded by decades of clinical research focused primarily on people with light skin, excluding marginalized communities whose symptoms might present in a dissimilar way.33 The ISIC is currently working to expand its archive of skin lesion images to include as many skin types as possible in order to resolve this historic limitation. Once different skin tones are appropriately represented, this technology coupled with teledermatology may be able to provide remote diagnosis of skin lesions and thus also eliminate geographical barriers to care.

Moving Forward

Technological innovation has given rise to a sense of immediacy and opportunity among healthcare professionals who are interested in adopting these new services in the hope of improving patient outcomes. In particular, health equity remains a paramount public health concern and AI may provide an opportunity for enhanced surveillance of health disparities.11 However, potential bias inherent in healthcare-related datasets could inadvertently be built into algorithms—a challenge that must be addressed to avoid exacerbating existing structural inequalities. Fundamentally, these ethical considerations do not reflect a flaw of AI, but instead highlight the need for medical research and health care delivery models that provide a more inclusive approach to people of all ethnic backgrounds and genders. A number of initiatives are ongoing with the aim of raising awareness of population diversity in research and clinical trials, and to improve the quality of data collected on gender and race.6,24 At the same time, policy-makers will need to weigh regulatory safety versus added value, and the rigorous review process of evidence-based medicine versus the “fail fast” attitude of the technology industry.34 To realize the full potential of these novel technologies and prevent widening equity gaps in the provision of healthcare services, a multi-sectoral approach must thus be taken to uphold ethical standards and build trust with patients.
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